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ABSTRACT
TRECVID has been running as a video retrieval benchmarking plat-
form for a number of years now. Some progress seems to be made
in the area of video retrieval, but also it has been shown that many
of the differences in scores between tested approaches are non-
significant [8]. This paper studies the reliability of the TRECVID

search collections for measuring video retrieval effectiveness and
investigates how useful the collections are for re-use.
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1. INTRODUCTION
Until recently no commonly used evaluation methodology ex-

isted for content-based image and video retrieval. An important
reason for this is that for a long time, the field has been merely a
showcase for computer vision techniques. Many papers in the field
‘proved’ the technical merits and usefulness of their approaches to
image processing by showing a few well-chosen, and well-performing
examples. Since 1996 the problem of systematically evaluating
multimedia retrieval techniques has gained more and more interest.
In that year, the MIRA (Multimedia Information Retrieval Appli-
cations) working group was formed [3, 4]. The group, consisting
of people from the fields of information retrieval, digital libraries,
and library science, studied user behaviour and information needs
in multimedia retrieval situations. Based on their findings, they de-
veloped performance measures. Around the same time, in the mul-
timedia community the discussion on proper evaluation started, and
Narasimhalu et al. [12] proposed measures for evaluating content-
based information retrieval systems. These measures are based on
comparing a system’s ranked list of documents to the perfect, or
ideal, ranking. However, they do not specify how to obtain such
a perfect ranking, nor do they propose a common test set. A year
later, Smith [19] proposed to look at the text retrieval community,
and to use measures from TREC 1 for image retrieval evaluation.
Again, no dataset was proposed. At the start of the 21st century, the
evaluation problem gained more attention within the content-based

1The yearly text retrieval benchmark [27].

image retrieval community, with the publication of three papers dis-
cussing benchmarking in visual retrieval [5, 9, 11]. These three pa-
pers call for a common test collection and evaluation methodology
and a broader discussion on the topic. The BENCHATHLON net-
work2 was started to discuss the development of a benchmark for
image retrieval. Then, in 2001, TREC started a video track [17, 18]
that evolved into the workshop now known as TRECVID [15, 16].

2. LABORATORY TESTS IN INFORMATION
RETRIEVAL

Information retrieval is interactive. In web search, for example,
queries are often changed or refined after an initial set of docu-
ments has been retrieved. In multimedia retrieval, where browsing
is common, interactivity is perhaps even more important. Sarace-
vic [14], and Sparck Jones and Willett [23] argue that evaluation
should take interactivity into account, and measure user satisfac-
tion. Tague-Sutcliffe [24] called evaluation of a system as a whole
in an interactive setting anoperational test. Such tests measure
performance in a realistic situation. Designing such an operational
test is difficult and expensive: many users are needed to free the ex-
periment of individual user effects, the experimental setup should
not interfere with the user’s natural behaviour, and learning effects
need to be minimised. Also, because there are many free variables,
it is hard to attribute observations to particular causes. In contrast
to these tests in fully operational environments, Tague-Sutcliffe de-
fined laboratory testsas those tests in which possible sources of
variability are controlled. Thus, laboratory tests can provide more
specific information, even though they are further away from a re-
alistic setting. Also, laboratory tests are cheaper to set up, because
the interactive nature is ignored, and the role of the user is reduced
to judging for relevance. Laboratory tests measure the quality of
the document ranking instead of user satisfaction.

2.1 The Cranfield tradition
Most current evaluation procedures, including TRECVID, are lab-

oratory tests, based on the CRANFIELD paradigm [1]. This section
provides a short introduction to this paradigm. A thorough review
of the fundamental assumptions behind CRANFIELD style experi-
ments can be found in [26].

The termlaboratory testswill be used to refer to tests follow-
ing this paradigm. A test collection for laboratory tests consists
of a fixed set of documents, a fixed set of topics, and a fixed set
of relevance judgements. Documents are the basic elements to re-
trieve, topics are descriptions of the information needs, and rele-
vance judgements list the set of relevant documents for each topic.

2http://www.benchathlon.net



The focus in laboratory tests is on comparative evaluation. Differ-
ent approaches are tested, and their relative performance is mea-
sured. The process is as follows. Each approach produces a ranked
list of documents for each topic. The quality of the ranked lists is
measured based on the positions of the relevant documents in the
list. The results are averaged across all topics to obtain an overall
quality measure.

2.2 TRECVID
TRECVID is a laboratory test for evaluating the effectiveness of

video retrieval systems based on the CRANFIELD tradition.
TRECVID defines various tasks: shot boundary detection, scene

detection, feature detection and general information search. This
paper concentrates on the search task, where the goal is to find
as many relevant shots as possible for a given topic, within a pre-
defined search collection. Topics consist of a short textual descrip-
tion of the information need and one or more still images or video
examples. Figure 1 shows an example.

The test collections for TRECVID 2003 and 2004 consisted of
broadcast news material. Each of these collections contained over
30,000 shots and for each year around 25 search topics where avail-
able. Participants in TRECVID submit their topN results for each
topic. These submissions are judged by human accessors3 and sys-
tems get scored based on their ability to retrieve relevant shots for
the topics. The metric most commonly used to compare systems is
mean average precision (MAP). Average precision is the average of
the precision values measured after each relevant document that is
retrieved, using zero as the precision value for non-retrieved docu-
ments. MAP is the mean across topics of these Average precision
scores.

2.3 Reliability of Laboratory tests
A number of aspects influences the reliability of evaluation re-

sults. First, a sufficiently large set of topics is needed. Sparck Jones
and van Rijsbergen [22] suggest a minimum of 75. Second, the
measures should be stable. This means it should not be influenced
too much by chance effects. Clearly, measures based on few obser-
vations are less stable than measures based on many observations.
For example, precision at rank 1 –is the first retrieved document
relevant?– is not a very stable measure. Third, there needs to be a
reasonable difference between two approaches before deciding one
approach is better than the other. Sparck Jones [20] suggests a 5%
difference is noticable, and a difference greater than 10% is mate-
rial. Finally, the relevance judgements on which all measures are
based should be reliable. The following sections discuss the details
of these four conditions in the context of TRECVID.

3. RELIABLE MEASURES, NUMBER OF
TOPICS AND DIFFERENCE IN SCORES

The first three reliability conditions mentioned in the previous
section (reliable measures, enough topics, difference in scores) are
clearly interrelated. For example, when stable measures are used,
fewer topics are needed; and when many topics are used, a smaller
difference in scores can lead to the conclusion that two approaches
are different.

Hauptmann and Lin [8] analyse TRECVID 2003 and 2004 results
to assess the reliability of results obtained with these collections.
They measure a Retrieval Experiment Error Rate (REER), which
is defined as the probability that system A is judged more effective
than system B on one topic set while the effectivity judgement is

3More on the process of obtaining relevance judgements follows in
Section 4.

reversed on another set of topics. Based on average precision values
for the runs submitted for TRECVID 2003 and 2004, they conclude
that for REER to be smaller than0.05, a difference in MAP scores
should be greater than0.02 before concluding one submissions is
more effective than the other. A theoretic analysis of the REER [10]
shows that factors influencing this error rate are number of topics,
the difference in scores and the variance in scores (across topics).
REER is shown to decrease when more topics are used, when the
difference between scores for two submissions is large or when the
variance across topics for the submissions are low.

In separate experiments, Hauptmann and Lin [8] perform analy-
sis of variance (ANOVA) tests and pair-wise significance tests on
the TRECVID results. They find large sets of submissions for which
no significant difference in effectiveness is found. Hauptmann and
Lin’s findings in both papers indicate that either more than 25 top-
ics are needed to be able to draw reliable conclusions, or a larger
difference between score should be observed before concluding one
approach is better than another.

4. RELIABLE JUDGEMENTS
The main assumptions with regard to relevance in laboratory

tests are the following. First, relevance is approximated by topi-
cal similarity: a document is relevant if it is on topic, i.e., if it dis-
cusses the topic of the query in a text retrieval setting or if it shows
the topic in video retrieval. This means the information need is as-
sumed not to change over time. It also means relevance is judged
independently for each document. If a document contains informa-
tion that is on topic, but all this information is already present in
other documents, the document is still regarded relevant. The sec-
ond assumption is that relevance judgements are representative of
a user population. Although the judgements are a single person’s
opinion, they are assumed to be representative of the typical user.
Third, judgements are assumed to be complete. For each topic, all
relevant documents in the collection are identified. Finally, judge-
ments are often assumed to be binary, i.e., a document is either
relevant to a topic or it is not. The original CRANFIELD experi-
ments used graded relevance judgements on a five-point scale, but
most modern laboratory tests assume binary judgements.

Clearly, these assumptions do not hold. Relevance judgements
from a single user do not represent the opinion of a whole popula-
tion, topical similarity is not the same as utility, and in many cases
it is impossible to identify all relevant documents in a collection.
However, the goal in laboratory tests is to compare retrieval strate-
gies, not to find an indication of their absolute performance. There-
fore, even though the assumptions may not be strictly true, labora-
tory tests may be useful. The concern is not so much about the
truth in the assumptions, but about the influence of the assumptions
on relative scores. Below we look at several aspects of relevance
judgements for the TRECVID collection. We start with investigating
the effects of incomplete judgements on comparative results. Then
we test if there is a bias against systems that did not contribute to
the assessments, i.e., is the test collection re-usable for evaluating
(new) approaches. Finally, we discuss the representativeness of the
judgements.

4.1 Incompleteness
Ideally full relevance judgements would be available, i.e., the rel-

evance value for each document-topic pair would have been judged
manually by some assessor. In practise, however, this is impossible.
With a document collection of a realistic size (30,000+ documents
for TRECVID) it is unfeasible for somebody to assess each docu-
ment for a given topic. Instead, TRECVID uses a pooling method
for creating judgements [21].



vt0110: Find shots of a person diving into some water.

Figure 1: Example topic from the TRECVID 2003 collection.

Pooling is the process of forming a pool, or set, of the top ranked
documents from a variety of different approaches. As explained be-
fore, participants in TRECVID submit their topN results for each
topic in the search task. For each topic a pool is constructed, con-
sisting of the union of the topK < N retrieved documents from
all submissions. Only the documents in the pools are judged for
relevance. Before showing these documents to the assessors, they
are randomised to make sure the assessors have no knowledge of
the number of approaches that retrieved a given document or at
what rank it was retrieved. Documents not retrieved within any
approach’s topK are assumed not relevant. The idea behind this
approach is that documents that are not retrieved at a high rank by
any system are unlikely to be relevant. This assumption may not
be valid. Indeed both Harman [6] and Zobel [29] show that in the
TREC collections some of the unjudged documents are in fact rel-
evant. This could potentially influence the results since systems
are usually evaluated on a topN > K. However, if the pool is
large and sufficiently diverse, that is, if many different techniques
contributed to the pool, then the fact that some relevant documents
are missing is assumed to be of little consequence. For text re-
trieval, pool quality has been intensively studied. Zobel [29] found
that incomplete judgements do not influence comparative results,
i.e., the relative ranking of the approaches does not change. For
content-based image and/or video retrieval, similar tests of pool
quality have not been performed yet. This section investigates the
pool quality of the TRECVID 2003 collection.

In TRECVID 2003, for each topic the pool has been created by
taking the topK results from each of the submissions. The result-
ing set of documents is then manually inspected for relevance. This
set of documents together with the relevance judgement for each of
these (either relevant or not relevant), is known as theqrels. The
pool depthK for TRECVID 2003 was either 50 or 100, depending
on the number of relevant documents found in the top 50 (if many
were found, the depth was increased to 100).

To test the effect of pool depth on the the measurements, we
looked at smaller pool sizes. We re-evaluated all submissions on
qrels obtained from pool depths varying from 1 to 50 (these mod-
ified qrels can easily be obtained by assuming all documents that
are not retrieved withinanytopK for a given topic are not relevant
for that topic). Figure 2 shows theMAP for all submissions based
on the original qrels (circles), and for the different pool sizes (dots),
the submissions are sorted by decreasing originalMAP. The figure
shows, that the scores based on qrels from the smaller pools follow
the trend of the original scores. This means the ranking of systems
is not influenced much by the pool depth. Still, some submissions
may swap positions when a different pool depth is used for evalua-
tion. To quantify how often such swaps occur, and how severe they
are, we measure the correlations between system rankings using
Kendall’sτ , a measure of the correlation between two ordered lists
[e.g., 2]. Kendall’sτ is based on the minimum number of adjacent
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Figure 2: MAP for T RECVID 2003 submissions based on origi-
nal qrels and qrels obtained from smaller pool depths.

swaps needed to turn one ranking into another. Two identical rank-
ings would produce aτ of 1.0, a ranking and it’s perfect inverse
would produceτ = −1.0, and for two random rankings one can
expecttau to be0.0. Figure 3 shows the correlation between the
original system ranking and rankings based on smaller pool depths.
Rankings obtained from smaller pools are highly correlated to the
scores obtained from the original full pools. Even a pool depth of
K = 3, (i.e., only the first three documents of each submission get
judged), shows high correlation to the original rankingτ > 0.90.

4.2 Bias
Another concern with incomplete relevance judgements, is their

usefulness for evaluating approaches that have not contributed to
the pool. The set of relevance judgements could potentially be bi-
ased against them. Zobel [29] and Voorhees and Harman [28] show
that for the text retrieval collections used at TREC, this is not the
case. A first indication that the TRECVID pools are not biased in
favour of approaches that have contributed is that the number of
documents uniquely retrieved by a single system is low, both for
TRECVID 2003 and 2004. That means it is likely that the relevant
documents found by a new approach which did not contribute to
the pool are in the pool already. This section studies the quality of
the pool for re-use in detail.

For each submission, we compute theMAP based on the origi-
nal pool, and theMAP based on a modified pool from which we
removed documents that are uniquely contributed by the submis-
sion under study. A thirdMAP was computed based on a modified
pool from which we removed the documents uniquely contributed
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Figure 3: Kendall’s τ between system rankings based onMAP

obtained from different pool depths and MAP obtained from
the original pool.

by that submission’s group. This thirdMAP mimics the situation in
which the group had not participated at TRECVID at all. Figure 4
shows for each submission the originalMAP scores, and the ones
obtained after removing that submission or the submission’s group
from the pool. The results based on the modified pools follow the
original results almost perfectly. The correlation between system
rankings based on originalMAPs and modifiedMAPs is very high:
τ > 0.98

4.3 Subjectivity
It is well known that relevance judgements are subjective. Dif-

ferent judges will have different opinions on the relevance of docu-
ments [e.g., 7]. Since the focus is on comparative results this is not
necessarily problematic. As Voorhees [25] states:

For a test collection, the important question is not so
much how well assessors agree with one another, but
how evaluation results change with the inevitable dif-
ferences in assessment.

Voorhees [25] investigates the influence of difference in assess-
ments on evaluation results by having topics judged by multiple
assessors. The different approaches have been evaluated using dif-
ferent combinations of judgements, and ranked by mean average
precision. Voorhees finds the resulting rankings are highly corre-
lated, and concludes comparative results are stable with regard to
the subjectivity in relevance judgements.

For multimedia retrieval, such multi-assessor studies have not
been conducted yet. Clearly, judgements in visual information re-
trieval are subjective as well. However, judging visibility as is done
in TRECVID, is arguably more objective than judging aboutness
or topicality in TREC. The assessor guidelines for TRECVID state
[13]:

When a topic says a shot must “contain x” that is short
for “contain x to a degree sufficient for x to be recog-
nisable as x to a human”. This means among other
things that unless explicitly stated, partial visibility or
audibility may suffice.

The requested item is either visible or not, there is little room for
discussion. Thus, agreement on visibility in TRECVID can be ex-
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Figure 4: MAP for T RECVID 2003 submissions based on origi-
nal qrels and qrels after removing submission or submission’s
group from the pool.

pected to be relatively high. Still, experiments with multiple asses-
sors judging the same topics are needed to verify this as well as to
investigate the effects on comparative results.

5. DISCUSSION
The findings of Hauptmann and Lin [8] invalidate conclusions

based on small differences inMAP at TRECVID. Based on the cur-
rent TRECVID results we need to conclude that most common ap-
proaches are equally effective. Still, a significant difference can
(often) be observed between interactive approaches and non-interactive
approaches, between approaches that do and do not incorporate tex-
tual information, and between interactive systems used by expert
and by novice users.

One explanation for not finding significant differences between
the most common approaches is the relatively small number of top-
ics that is used in the evaluations. But, another could be that there
really are no big differences in effectiveness. The only way to find
that out would be to evaluate the approaches using a larger topic
set, but that requires a larger effort from the assessors.

The analysis of the pool quality shows that comparative results
are very stable against (small) changes in the pools. Both reducing
the depth of the pool and removing uniquely contributed documents
have only minor effects on the relative ordering of systems by their
MAP scores. This means that the TRECVID collections are valuable
test collections that can be re-used without the need of repeating
the assessment process. A danger is that pooling effects appear to
be small because many similar approaches contribute to the pool.
When the contributions of one approach are removed, the pool con-
tents hardly changes since a similar approach (from another group)
is bound to have found almost the same set of documents. There-
fore, fixed test collections may be most useful for evaluating vari-
ants of existing techniques. It remains unclear how the evaluation
of revolutionary techniques will be influenced. Still, even the inter-
active runs –clearly different in technique from the manual ones–
do not suffer much from not contributing to the pool. Even when
all documents that are found by interactive submissions only are
removed from the pool, the resulting ranking of submission is very
close to the ranking based on the original pool (τ = 0.99). The
high quality of the pool could perhaps be attributed to the relatively



small size of the document collection. With a collection of only
30,000 shots, and a fair number of submissions, it is likely that the
judgements are nearly complete.

The re-usability of the collections creates the possibility of com-
paring systems based on larger topic sets without the drawback of
the additional assessor effort. If the document collection could
be fixed for a number of years in a row, than the topics and rele-
vance judgements for these years could be merged to create a big-
ger test collection, allowing for more reliable conclusions regarding
the effectiveness of the various approaches. Unfortunately, so far
not only the topics, but also the document collection has changed
yearly. In any case, results on two different test collections can
never be compared directly, thus it is impossible to compare re-
sults from two different editions of TRECVID. Nevertheless, the
collections used in 2003 and 2004 are highly comparable (both are
news broadcasts from ABC and CNN news), and could therefore
be combined, thus creating a new test collection. Running systems
on the combined collection, and computing aggregate scores like
MAP over the union of the topics for the two years would already
allow for a more reliable comparison of approaches.
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